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Abstract

There are a multitude of threats now facedccamputernetworks such asviruses,
worms,trojans,attempted user privilege gain, data stealind denial of service. As a

first line of defence, firewalls can be uséd preventthreats from breaching a
network. Although effective, threatsan inevitably find loopholes to overcomea
firewall. As a secondine of defencesecurity systemssuch as malicious software
scanners may be put in place to detect a threat inside the network. However, such
security systems cannot necessary detect all known threats, therefore a last line of
defence comes in the form tdgging a threat usingntrusion Detection Systems
(Buchanan, 2009, p. 43).

Being the last line of defence, it is vital that IDSs are up to Aciesft standard in
detectingthreats.Researchers have proposedtimdologiesfor the evaluation of
IDSs but, currently, no widely agreed upstandard existsMell, Hu, Lippmann,
Haines, &Zissman, 2003, p. 1Many different categories of IDSs are available
including hostbased IDSHIDS), networkbased IDSNIDS) and distributeebased
IDS (DIDS). Attempting to evaluatdéhese different categies of IDSs using a
standard accepted methodology allows &scurate benchmarkingf results This
thesis reviewdour existing methodologies and concludes tlihe most important
aspects in an effective evaluation of IDSs must include realistic a@ack
background traffic, ease of automation and meaningful metrics of evaluation.

A prototypeframeworkis proposedvhich is capable of generating realistittacks
including surveillance/probing, user privilege gain, malicious software and denial of
service. The framework also has the capability of background traffic generation using
static network data sets. The detection metrics of efficiency, effectivenesscked pa
loss are defined along with resource utilisation metrics in the form of @k&Ation

and memory usagé\ GUI developed in Microsoft .NT C# achievesautomation of
sendingattack and background traffialong withthe generation of detection metrics
from thedatalogged by the IDSInder evaluation

Using a virtual networking environment, the framework is evaluated against the NIDS
Snort to show the capabilities of the implementatdono was used to run thBIET
application in a Linux environmenfhe results showed that, whilst the NIDS is
highly effective in the detection of attacksue positives) its main weakness is the
dropping of network packets at higher CPU utilisatidne to high traffic volumeAt
around80Mbpsplayback volumes of backgund traffic and abovyet was found that

Snort would begin to drop packets. Furthermore, it was also found that the NIDS is
not very efficient as it tends to raise a lot of alerts even when there are no attacks
(falsepositives).

The conclusion drawn ithis thesis is that the framework is capable of carrying out an
evaluation of an NIDS. However, several limitations to the current frameavesgtso

identified. One of the key limitations is that there is a need for controlled aggregation

of nework traffic in this framework so that attack and background traffic can be more
realistically mixed togetherFurthermore, the thesis shows that more research is

required in the area of background traffic generation. Although the framework is

capable of genetiag traffic using state data sets, a more ideal solution would be an
implementation in which allows the user to select cefigmr of i | es o of net wo
This would serve the purpose of better reflecting the network environment in which

the IDS will ke deployed on.

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 9
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1 Introduction

1.1 Project Overview

It is stated in the work d¥lell, Hu, Lippmann, Haines, & i s sman (2003)
intrusion detection systems are becomi
currently we have no comprehensive andrddieally rigours methodologies to test

the effectiveness of these systems (Metl,al , 2 0 0 3In other. wortls) a 0
standardcacceptednethodology is still a requirement in the evaluation of IDSs.

The aim of this project is to producepaototypeframework which is capable of
carrying out an evaluation of an NID$he design of the framework is achieved by
attempting to apply the strengths of existing methodologies proposed by researchers
whilst avoiding the limitations as best as possiblee use bmeaningful metrics of
evaluation for this framework arelso beentaken into considerationThe
implementation is carried out using Microsoft .NET C# and ran uadéfnux
environment The framework is then used to evaluate the NIDS Snort in order to
establish theffectiveness of thapproach taken

1.2 Background

Burglar alarms,smoke alarms, fire alasrand closed circuit televisioall fall under
the category ofreal life, physicalintrusion detection system@el Carlo, Lakes,
lllinois, & Practical,2003, p.4. The purpose of these devices is to monitor specific
threats and if the threatoccurs,then eitherproduce some form aodlert (such as
emitting a high pithed noise in the case of fire and burglar alxmndog theactivity

(in the case of closed circuit television cameragamples othreatsinclude firesand
trespassing of propertyConsequences of these threats being acted out mayiresult
theft, damageo propertyor even worst scenario§herefore it can beclearthatsuch
monitoring devicesre highly important ifiunctioning correctly, and perform the task
they are intended to with absolute efficiendy. other words, such devices must
perform to a certain standard.

In order to ensure this standard is met, variouganisations set up rules and
guidelines which specify exactly hasuch devices must perforr@ne example is the
National Fire Protection Association, which sets out guidelines for fire and smoke
alarmstesting As quoted from Richardson and Moore, tpedeline ficovers the
application, installation, location, performance, and maintenainioee alarm systems

and their componentéRichardson& Mo or e, 2 0 0lQ ptherpwords2hs) . ©
standard covers the exact testing procedures which must be carried out against an
alarm system and defines the exact metrics which maldetheeacceptabldor use

With the increasingly rapid evolution of technology, it has been a lot easier for
businessesand organisations to take advantage of local area networks for
interconnecting the information systems togethewith this growth, there has been
increasingpopularity in the usageand develoment of the internet as a whole
(Howard, Paridaens& Gramm, 2001 p. 1173. Many computer threatdave also
appearedtherefore,a need fodigital intrusion detection systesnTo emphasise this
point, the statistics provided ian independent survey of UK businesses conducted by
the Department dBusiness, Innovation and Skikkiow that in the year 2008, there is

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 10
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still a relatively high number ofnalicious software and hacking attempts affecting
information systemg¢Figurel.2.1).

Infection by virus or malicious 50%

software

Staff misuse of information systems

W 2002
m 2004

Attacks by an unauthorised
outsider(including hackers) m 2006
2008

Theft or fraud involving computers

System failure or data corruption

0% 10% 20% 30% 40% 50%

Figure 1.2171 Security Breaches in UK BusinesggdS, 2006),(BIS, 2008)

Although, overall, the survey shows that breaches have been dropping each year,
there is still a significantisk of computer threatat this point in timeTo elaborate, a

much more recent exampdé a security breacts acase which occurred in November

of 2009 when criminals stole over £600,000 from bank accounts by simply installing
a Trojan on host computeiGoodin, 2009, para. 1Many moresimilar cases and
examples ofsuch breachesn information securitycan easily be found bysimply
monitoring the news on a daily basis.

Since information security threats have just as serious consequences as fires or
trespassing would one may conclude that there is a definite ned@jitaf IDSs to
monitor and detect such threats if they occlihe issue at this poinin time is that

there is nostandardmethod which can be used to assesseffectivenesof these
programgMell etal., 2003, p.L In comparisorwith the standardspplied to testing

for example,a fire alarm the methodology in evaluating a digital IDS is egr
lacking Thus, it can be seen that it héghly important that exact methodology for
testingand evaluatingligital IDSs one in which sets the standard of evaluationnis a
absolute necessity.

It should be noted that different categoriedigfital IDSs exist. Thisncludes Host
Based, NetworBased and DistributeBased(see Sectior2.3.3. The mainscope
and main focal pointof this projectwill be on NetworkBased IDSs (NIDSjhough
the other categories will be touched upon as well.

1.3 Aim and Obijectives

The overallaim of ths project is tgproducea prototypeframeworkwhich is capable
of carrying outan evaluationof aNIDS. In order to meet this aim, the followirigree
mainobjectives must be met:

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 11
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1. Review andesearchhe taxonomyf IDSs andexisting methodologies for
evaluationincluding thetesting methods appliedlong with metrics of
evaluation

2. Designa frameworkwhich can be used to evaluate\NdDS based on the
findings of the literature reviewith justification for design choices made

3. Implement and evaluate the framework by testing it against an NIDS to see
what results are produced in order to assess the capabilities of the
framework

1.4 Thesis Structure

This thesis is split into six main chapters. They are described as follows:

T

O. Lo

Chapter 17 Introduction: Provides theroject overview andbackground to
the subjecbdf Intrusion Detection System$he key aim and objectives of the
project are also definealong with the thesis structure

Chapter 2 i Literature Review: A introductionto information security is

first providedalong with aresearcton the taxonomy of IDSS.he main focal

point of the chapter, an analysis of the existing methodologies used in the
evaluation ofiDSs is then reviewed with emphasis amalysingthe frengths

and weaknesses of the methdéinally, a conclusion is reached which
provides the driving force behind this project.

Chapter 31 Design Based on the conclusion reached in therditure review,
this chapter proposes a desijra prototypeframeworkwhich isrequiredfor
carying out an evaluation of anINS with justifications as to why the
approach is viable

Chapter 4 i Implementation:This chapter documentthe steps taken in
creating theframework based on the design froniet previous chapter
Snippets of code along with screenshots are provided to show the many
functions of the implementation.

Chapter 5 7 Evaluation: An evaluation of therototype framework is
provided in this chaptetsing theframework an experimentin the form ofa

set of tests, is carried oagainst the NIDS known as Snofthe experiment is
described alonwith results produced. Aanalsis ofresults is also provided.

Chapter 61 Conclusion:A conclusion to how well this project met the initial
aim and objectives originally set out is provided. A seffection section is
also provided to discussome of the difficulties faced and how they were
overcome along with a discussion on project managemdihally, this
chapter ends with a section d=ated to describing some directions in which
future work can be taken in this subject area.

- BEng (Hons) Computer Networks & Distributed Systems 12



05002961 SOC10101

2 Literature Review
2.1 Introduction

This literature review first provides a backgroundirttormation security(Section
2.2). To understand théasic conceptof IDSs a review of the taxonomy and
characteristics Section 2.3) of this topicis then carried out Some of the main
network security threats are then analyégection2.4) in order tounderstand what
an IDS should be capable of detecting

The main focal point of the reviewnethodologies in the evaluation &DSs,is then
provided(Section2.5) along with looking aexisting programs and tools which allow
for testing of IDBs(Section2.6). Finally, a conclusion (SectioR.7) is drawn which
based on the methodgies reviewedjdentifies three main requirements fon a
effective evaluation of IDSs.

2.2 Information Security

A clear and corise definitiono f A s ermay be ifoung dWWhitman and Mattord

(2008) in which they state thatisaformofipr ot ect i on aiglmmnst adyv
those who would do harm, intentionally or otherwise (Whitm&niattord, 2008,

p . 8 )noother words, securityis safeguardingagainst both intentonal and
unintentionakhreats To simplify this even further, we can considecurityas a form

of protection from dangeiSecurity carbe applied to many different are@sich as

physical security as an exampha)t, for thescope of this thesisthe man focus will

be oninformation security.

Information security can be considered an all encompassing term and consist of the
following components: management of information security, computer & data
security, policies and network security (Whitman & Matto2008, p. 8). In other
words, information security is a combination of all four components and applying
each area in practicBerhaps the most important concept behind information security
is the key principle of CIA (Confidentiality, Integrity andvailability). This key
principleis described in the section which follows.

2.2.1 Confidentiality, Integrity and Availability

In regards tanformation security, it isvidely accepted that a threat to information

systems will generally affect one or more other: confidentiality, integrity or

availability of a resource (Whitma& Mattord, 2008, p. 8). Thus, thmurpose and

goal in information security is to protect these three key princiflds.e fAr esour ceo
itself can be anything which is deemed importaritetler it is a physical entity (such

as paper documents or computer hardware) or a virtual entity (suzlc@sputer

databaseor source code to a piece of softwar€pnfidentiality is making sure

information is accessible to authorised personly; integrity is ensuring data is

correctand accuratevhilst availability refers to having access to information systems

when requiredCavalli, Mattasoglio, Pinciroli & Spaggiari, 2004, p. 298)

To elaborate furtheMable2.21 is shownin which gives examples dd threatbeing
against a resourcand the principle in whit would be compromisedrhe table
provided givesexample ofthree threatsEach ofthem will compromise one of the
principles in information security Such threats may be grouped into different
categories and it is thatentionof the next section to look into the different types of
threats faced in information security.

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 13
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Table 2.217 Example of Threatagainst Q.A

Resource Threat Compromises

Classified medical record ¢ Gaining unauthorized access to this record a Confidentiality

a patient. reading or distributing the information to

others.
Database which corites Breakinginto the database, and changing the Integrity
detail of a. dataofcustomer details.

A Server hosting website  Using computer security exploits to bring the Availability

system down

2.2.2 Categoriesof Threatsin Information Security

Attempting to provide an exhaustive list of all threats faced by information systems
would be both very time consuming and, perhaps, even impossible due to the sheer
volume that exist (NIST, 2006, p. 21). Ulately the threats faced by users or
organisations may differ dependant on the environment where the information
systems are contained.

However, at the same time, it is important to establish what some of the main threats
of this subject is. Thereforehd following paragraphs provideategoriesof well

known threats which are derived from the work of Whitman and Mattord (2008).
Additional references have been cited for clarification on some of the shskatvn

1 Human Error Involves accidents anohistakes whichare madeby users of
information systemsThis may be due tatk of trainingor inexperience when
using information gstems(Whitman & Mattord, 2008, p. 42)in somecases
this threat may involve a usdreing tricked by social engineering which
involves exploiting someone through manipulation of their behaviour
(Workman, 2007, p. 316) in order to get them to releeasnfidential
information such as tlirepasswordo computer systems.

1 Trespassing Involves both intentional and unintentiond access to
unauthorizeddata and information Although such an act may have been
unintentional, the result is still #oss of confidentiality in information
(Whitman and Mattord, 2008, p. 45Furthermore, if the act is intentional
there is thepossibility of it being industrial espionage which is when
information is gathered from one company and given to a competing company
in order to give them an advantage (NIST, 2006, p. B8 threat may also
be physical, in that a person walking into amauthorized area would be an
example of trespassing.

1 Theft: Includes both the physical theft of computer systems and equipments
along with the theft of data in the form of information.

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 14
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1 Sabotage Forms of sabotage may come from employees who damage or
misuse computer equipment (Corsini, 2008, ps8)vell as more serious cases
where company websites are vandalised which results in a loss of reputation
(Whitman & Mattord, 2008, p. 52)The reason behind sudabotagemay
include disgruntled employees amgly mischievousacts which were carried
out in boredom.

1 Software Attacksincludesall forms of malicious software such asrms,
viruses androjan horses In most cases, systems infected with such software
will result in decreased productively from users due to the time and cost
required to clean the infected system (NIST, 2006, p. Rfthermore, brute
force attacks which involve software which tries to guess the password to a
username by attempting all possibilities (Cornsini, 2006, p.a8id denial of
service attacks which attempt to starve the system under attack from all
resourcegPtacek, Newsham & Simpsol998 p. 10 which result in a crash
also fall under this category.

1 Technical Hardware FailureHardwarewhich contains flaws due to design
errors or lack of maintenance over time may suffer instabilities or even
complete failure. One example of a haader design flaw is from the Intel
Pentium 1l CPU which contained a floating point bug which resulted in
calculation errors (Whitman & Mattord, 2008, p. 88jjuiring a total recall of
the product hence a great loss in money

1 Technical Software FailureProgramming flaws and errors overlooked during
the design and implementation of software results in vulnerabiliésg
exploitedor bugs in a programme (NIST, 2006, p. Z)e samanayappl if
software is not updated over time.

1 Forces ofNature Natural disasterssud asfires, floods, earth quakes and
lightning all pose a threat to information systeni®esults from such disasters
may include the worst case scenario of systems being damaged beyond all
repairs. The unpredictability of natural disastersans it can be difficult to
safeguard against such threats (Whitman & Mattord, 2008, p. 59)

Threats such as human error may be reduced through training of users involved in
information systems. The chances of technical hardware and software faidilsg is
reduced if proper maintenance and upgrade to components and resources as carried
out. However, at the sz time, even by applying evesafe guard possible, there is
always a small risk of a threat being carried dug to unknown vulnerabilitieS his

is especially true in the case of such threats as software attacks and information theft
since no physical evidence may be left behind after the threat occurs therefore users
may be completely unaware an attack took place. The point to be made hate is th
threats cannot always be prevented but, they can be detected, stopped as soon as
possible and safeguarded against in the future.

As the first chaptepof this thesishas already described, physical daetettsystems
such as fire alarms &€.C.T.VO sllow for the detecion of specificreatlife threas

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 15
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such asfires or trespassersut, there is no possibility in these devices deteca
denial ofservice attacka rogue virus spreading itself throughowtcanputemetwork
or an application suddenly modillyg user passwordg hus, this lead on to the need
for mechanism for the detection of nphysical information systerthreatswhich
may be achieved by deployimtigital IDSs. The next section of this report will focus
on the taxonomy of this subject.

2.3 Intrusion Detection System Taxonomy

The meaning of taxonomy is in providing a unique label foheaatity within a
subject arealhe purpose of which is to allow researchers to easily communicate and
group subjects matters togethdio elaborate the work of Almgren, Lundin &
Jonsson (2003tatethat having a good taxonomy allows other people to express their
thoughts and ideas in a manner which is universally understoalll @iyers working

on the same research af@émgrenet al, 2003 p.57).

Unfortunately a singular and widely agreed uptaxonomy ofIDSs does not exist
(Tucker, Furnell, Ghita & Brooke, 2007, p.-88). This is duepartly, to the fact that
as you delve deepanto the technical aspectd IDS, it becomes more difficult and
complicated to classify specific elements into a standard category dugbiguityor
technicalcomplexity.

The purpose of this section is not to provide a comprehetesteaomy intoIDSsT
such an objectives outside the scope of ththesis Rather,the focus will be in
providing a taxonomyon conceptsterms, and ideaghich is widely acceptedby
researchersAlthoughthe introduction to thishesishasbriefly described the general
purpose of an ID3his sectionntends to delve bt deeper intdhis subject area.

2.3.1 Definition and Purposeof Intrusion Detection Systems

A standard dnition of the term intrusions described agthe act of intruding or the
state of being intrudedgspecially the act of wrongfully entering upon, seizing, or
taking possession of the property of anoth&telsterMerriam, 2009)6 From this
definition, one may conclude thain intrusion is to enter upon a domain which is
considered restricted, regardless of whethe act is considered intentional or not.

In other words, if we apply the term intrusiontie topic ofinformation securitythis
can be consideredimply as another form of a thredieing acted out (an attack)
Furthermore, it should be noted that an intrusion in this context will threaten
compromise one or more of the three principles ohformation security:
confidentiality, integrity andavailability (previous discussed iBection2.2.1). This
idea is backed up in thgork of Purcell (2007), in which the authetates thatDSs
are a control measur@urcell, 2007, para. 6yhilst the work by NIST (2006)
reinforcesthis by staing that the purpose ofDSs is in fidentifying attempts to
penetrate a system and gaimauthorized accegBlIST, 1996, p. 21%h0 To describet

in another way, aniDS can be defined as a control measure of which the purpose is to
detect threaterhich putinformation systems at risk

It is alsoimportant to note what isot consideredhe purpose of an IDS. From the
work of KazienkoandDorosz(2003, they state thasecurity devices such agtwork
logging systems anttvirus detection/protection, vulnerability assessment tools,
firewalls and security/cryptographic systems, although similar to the purpt3&sf
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should not be classified under the same categolp$s(Kazienko& Dorosz, 2003,
para. 3) Such security devices will most likely work together in order to provide for
multiple layes of defencein information security but he generafunctionality of
these devices willliffer from an IDS.

To provide a summary to this section, the most important point that should be
understood is the fact that all threats, from an Information Security stand point, will
compromise one or more of the three key principle areas which are, to repeat:
confidentiaity, integrity and availability. The purposd IDSsis in detecing threats
which compromise any of these three principlBgvices such as firewalls and
network logging systems may achieve the same goals, but their functionalities will
differ to that ofan IDS.

2.3.2 IDS Framework and Characteristics

Many different types oflDSs currently exist, and, as expected, they will function
differently dependant on thaesign choices taken in implementatitircan be helpful
for users wishing to learn about tlsisbjectif a common model exists which acts as a
form of blueprint which relates to allDSs The work produced byPorras,
Schnackenberg, Stanife@hen, Stillman and Wu (1998cognisedhis importance,
and the result of the authors work is the Commdrusion Detection Framework
(CIDF).

In the CIDF, thelDSs are divided into four main componentghich areas follows:
eventgener at or s -bgxén)eennanadyzersii\boxe), event databases
(AD-boxes) andre s p 0 n s eR-boxasd XPsrrasetfal, 1998 para.21-26). Table
2.31 provides a summary as to what fheposes of each of these componergs ar

Table 2.3171 Descriptionof the four components tiie CIDF

ComponentName Purposeof Component

EventGeneratos (E-Boxeg The EBox is the sensor, which will monit@nd
obtain activity (such as network traffic) an
convert thedata it sees into the CIDF format
the other components can interpret it.

Event AnalysersA-Boxe9 The ABox receives data from theltox and will
analyse it. Method of analysis is dependent on
design of the IDS.

Event Database®{Boxe9 The D-Box is simply where the analysed data
stored.
Response UnitdR-Boxeg Based on the analysed data, and, once agail

the design of the IDS, a response will be cari
out which may include producing an alert (if t
data analysed is considered autrusion) or the
event is simply logged.

To provide for a better visual representation of how these components interact with
each otherFigure2.31 is presenteavhich comes mm the work produced by Ptacek,
et al. (1998) It should be made clear that although the diagi@mels one of the
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componentsas@ Count er me a s this sveq tie)exa®amefonction as
the Response Units {Rox) describedn the previous table

i Output: Reactions to Events

Output: i o Countermeasure Cutput:
High Level, . (C) Box ¢ Storage of Events
Interpreted ! i I (locally or otherwise)
Events it .l :
Analysis (A)Box | L. - Storage (D) Box
-
.......... T . T

Raw Event Source

Figure 2.31 - CIDF interaction method (Ptacek al., 1998)

From the description and the figure providédcan be seerthat each component
relies upon each other, both directly and indiredf#4hat can be summarised is that
although differeniDSs will carry out the task of intrusion detection using their own
methods, allDSswill still be similar due to the fadhat they are based on the design
of this framework.

However, criticism has been made against the ClDein particular was made in

the technical report produced by th&licious and AccidentalFault Toleranceor
Internet Application§MAFTIA) project. In this technical reporf?owell and Stroud
(2001) state that the Response UnitsB@kes) should not be considered a part of the
IDS but rather a separate entity due to thetfzadt by definition, the purpose of a IDS

is in detecting intrusion, not sponding to it Powell & Stroud 2001, p. 28
Following on from this statement, the authors have attempted to provide their own
refinement to the CIDF which can be seerrigure2.32. This may be considered a
minor piece ofcriticism though, since both Porrasal. (1998) and Powell & Stroud
(2001) appear to agree that the response units, regardless of whether isr paot ibf

the CIDF, is still a requirement since some form of action must take place if a attack
is detected.
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Event |
Database

- r-box

Figure 2.32 - Refined CIDF Model (Powell & Stroud, 2001)

Having looked at théasicIDS framework a review of the main characteristics of an
IDS will be carried outin the work produced bebar, Dacier & Wespil@99, the
authors defines IDSs as having four main characteristic®etection Method,
Behaviour on Detection, Audit Source Lacatand Usage Frequengyigure2.3.3).

What can be made clear is that each of the three functional characteristics provided in
the figure can be easily linked to oofethe components of the CIDF described earlier.

In regards to the three functional characterisaeglit sourcelocation refers to how

the IDS goes about obtaining activity and converting it to data the system can
understand (BBox), thedetection methal will analyse this data for attacks {®Box)
andbehaviour on detectiondefines what action will be taken whether or not attacks
are found (RBox) (Debaret al, 1999, p. 8 9).

The usage frequency refers to whether the IDS runs continuougsriodically and
since it is a noffunctional characteristic no relation can be made with the CIDF.
However, to provide for a brief description, continuous monitoring simply refers to an
IDS which will monitor for threats without interruption whilst perfiodanalysis
means the IDS monitors for threats on at certain intervals.

The audit source location, including host, network and distributed based, is described
in greater detail in Sectioh.3.3whilst information on detection methods, which can
be either behaviour or knowledge based, is found in Sez2t®4
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Figure 2.3.3 - Characteristics adn IDS(Debaret al, 1999)

2.3.3 Host-Based Network-Basedand Distributed-BasedIDS

The work byDebaret al. (1999) states thathere arghree main categoriesf audit
sourcelocationsimplemented inIDSs including hostbased IDS (HIDS)network

based IDS (NIDSJCorsini, 2009, p. JpanddistributedbasedDS (DIDS) described

by Snapp, Brentano, Dias, Goan, Heberlein, Ho, Levitt, Mukherjee, Smaha, Grance,
Teal, & Mansur (1991)

In HIDSs the internal activities of the&omputersystem in which it resides is
monitored and analysetthrough the usage of audit data which is provided by the
operating systerfVigna, Robertson & Balzarott004 p. 21). For example, @aHIDS

may monitor the memyg usage of programs and produce an alert if the resources
taken up by the program begin flactuatein an unexpected manneFigure 2.34
shows an example of theodation of various HIBs residing in some of the
workstations andne of theservers on a network.

In comparison,NIDSs involve looking at both incoming and outgoing network
packets and attempt to find any actsatibcks(Debaret al., 1999, p.817). In other
words,an NIDSs main task is in the analysis of traffic on a network. For a NIDS to
work, it must be either connected to a span port on a switch or a device such as a
router Beale, Baker & Esler, 200p. 5) in order to capture all traffic on atwork.
Furthermore, a network interface card (NIC) is obviously nedéigdre2.3.5 shows

an examplef one single NIDS connected to the switch of a network. Thegitme of

the NIDS allows it to monitor all network traffic activity on this network.

In a DIDS, the techniques of both HIDS and NIDS are used, thus this can be
considered a hybrid form of ID@®ebaret al, 1999, p.817). DIDS functiors by using
multiple IDSswhich monitor both the hosts connected to a network, along with the
network activity itself and reports all information captured to a centralized IDS,
known as the DIDS directorSappet al, 1991, p. 168)Figure 2.36 shows an
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example of the usage of a DIDS on a network. It should be noted th#D8s, there

is the possibility of an IDS being both a HIDS and NIDS at the same time (8eale
al., 2007, p. 8which is not shown in the figurd& he main pointo be mades that all
NIDS/HIDS will report to the DIDS director.
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Figure 2.341 Exampleof HIDSson a Network
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Figure 2.357 Example ofanNIDS on a Network
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Figure 2.3617 Example ofDIDSson a Network

What may be concluded is thiiere are three main types of ID$HDS, NIDS and
DIDS. The wuse of tishused to easceribmfrusdn Si€tection systems
generically whilst if one was to descréa topic in regards to apecific categoryof
IDS, the acronym#lIDS, NIDS or DIDSwill be used instead.

2.3.4 Detection Methods

The work of Debaret al (1999) statesthat theretwo main forms of detection
methodsbehaviour based and knowledge baJdekse are more commonly known as

anomaly detection and misuse detection meth®ls.purpose of both methods is in

attemptingto detect any attacks or intrusions on a system. The main characteristic of
anomaly detection is in looking for amypexpected changes in behaviour of a system

agai nst wh at i's considered Anormal o behav
comparing inconmg threats against a predefined knowledge base in order to decide

whether the threat is considered an attack or intrusion (@¢lady 1999, p.810).

As mentioned in the above paragraph, an anomaly detection method works by
comparing normal behavioagainst the current pattern of behaviour in a system. In
order to achieve this task, tmeain challengan anomaly detection methods is in

l earning what i s beloaviouss Thel warkdoyl Axdisson (2608) ©
describeghe two mainapproachesvhich are usedo achieve this goal: seléarning

or programmed anomaly detectiomn the selflearning approach the anomaly
detection system will begin to automatically monievents such as live network
traffic, on the environment it has been impletesl onand attempt to build
information on whais considered normal behavio(#xelsson, 2000, p5). This is
otherwise known as online learning (Gong, 2003, pln3he programmedapproach

the anomalysystem must manually learn what is considemednal behaviour by
having a user or some form of functioght eachi ngo the system th
information (Axelsson, 2000, p. 5)This is otherwise known as offline learning, and
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may involve feeding the system a network trafiitata setwhich contains normal
network traffic(Gong, 2003p. 3). One of the most common methods for building the
behaviour information in both sdiarning and programmed anomaly detection
systems is through statistical analysiis involves measuring the anage time it
takes for a task to be carriedt, such agshe average time taken for a user to invake
login to a serverand storing this information as variabl@ebaret al, 1999, p813).
These variables are then used in comparison against thegéiestvhen the anomaly
system is deployed

Misuse detection methodsin comparisonrequire thatall knowvn threats will be
defined first, andhe informationregarding these threats to figbmitted to théNIDS.
Thus, theNIDS is able to then compare all incoming, or outgoing, activity agalhst
known threatsin its knowledge basand raise anlarm if any activity matches
information in the knowledge basehe information stored in this knowledbaseis
usually known asignaturesMisuse detection methodswrmally requires a user to
manuallydefineall signatures it should detect, therefordy a programmed approach
can be used for this detection method (Axelsson, 2000, @.H® process for actually
matching a signate with an attack include simple string matchinghich involves
looking for unique key words in network traffic to indentify attadkdo more
complex approaches such as fhésed matching which defines the behaviour of an
attack as a signatu¢éxellson, 2000, p7).

Both anomaly and misuse detection methdds/e their ownadvantages and
disadvantages. In terms of misuse detection, this method is very reliable in detecting
attacks e long as the signature has beamoperly defined in the knowledgbase.
Furthermore, since the signature must be predefined,afarmis triggered, then we
can easily determine what type of attack was actwdghgcted by the systerfihe
obvious disadvantage here is that any attack which does not hgwedafined
signature will never be detectedhengbing, Zhitang and Junqi, 2008 2). The
opposite is true oAnomalydetection methodm which new or unknown attacks can
be detected sincéhis approachis based on behaviour rather thamedefined
signatures howevethe man disadvantage is that the systemay notprovide in-
depthdetailssuch as the typef attack which raisethe alarm and whether or not it
was a actual valid attackDeri, Suin and Masel}i2003,p. 2).

Finally, as mentionee@arlier in this seatin, when a IDS - using either the anomaly
or misuse method detects an attacknaalarmwill be raised. As described by the
authorBealeet al (2007, the mainfour types of alarm consist of: true positive, false
positive and false negative (Beatal, 2007, p. 13).A short summary of each alarm
is described as follows:

1 True Positiverefers to when an attack has been detected and alerted properly
1 False Negativaefers to when an attack takes place but no alarm has been
raised.

False positivaefers to when an alarm is raised but no attack has taken place.
True Negativewhich refers to when no attack takes place and no alarm is
raised.

T
T

2.4 Network Security Threats

Since the focal point of thigesisis on NIDSs, some network threats will be ledk
at inthis sectionSimilar to Sectior.2.2 attempting to compile a comprehensive list
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of threats is an extremely difficult task, therefore, only the mosthuamand well
known network security threats have been includégtoretically, an IDS should be
capable of detecting all threats which are described here.

2.4.1 Surveillance/Probing

The purpose of surveillance/probing is to gather information on a netWdalkh(
2009, para. Lsuch as topologyP addresss of machinesand open network ports.
Although surveillanceor probingcarried out on a network is not considered harmful
by itself, it is usually a clear indicator that an attack may result in the future
(Buchanan, 2009p. 50.

Network surveillance and probing can be carried out with many types of utilities and
programs but, perhaps the most gdapwne used today is known asnisp (yon,

2009. Surveillance and probing carried out map is usually known assaveep or

a scan, and many types exist, including: godn, porsweepand pingsweep Port

scan, as the name will suggest, is in scanning a network host in order to look for any

open ports whilst pogweep involves scanninguttiple hosts within a netwd with

the same objectiveinmind Pi ngsweeps wil | attempt to fApi
to see whether it is up.

2.4.2 User Privilege Gain

A user privilege gaimttack consists of attempts obtainaccess to a users accoont

a system. This usually invadg the guessing of user name and passwords using
techniques such as brute force dictionary attacks or, in some cases, more sophisticated
methods such as social engineerfidprkman, 2007, p. 3)6nay be used instead to

trick a user intayiving outtheir pasword.

An example of a program which can carry such attacks is Hyi¢H&,(2009 which

is capable of carrying out dictionary attaciSorsini, 2009, p. 20pn protocols
including Telnet, FTP, % and HTTP.In dictionary attacks, a user name and
passwordist is supplied to the program along with the target. This program will then
attempt to try all combinations of passwords and return a result if one is successful.

Also, related to this threat is user root gains. Once an attacker has managed to gain a
use account via tools such as Hydra, attempts may then be made to gain higher levels
of access such as the administration or root account (Buchannan, 2008, p. 28). Such
an attack being successful could be very dangerous. By having access to the highest
level account, an attacker could inevitably have control over an entire system. In other
words, the attacker would be free to do as he pleased such as deleting critical system
files, browse confidential files or change the password on other user accounts.

2.4.3 Viruses, Worms and Trojans

Viruses, worms androjans are all considered malicious software. In the work of
NIST (2006, p. 27) the following summary of each of the three types of malicious
software are described:

1 Viruses are a piece of code which attachesdfite an application (such as an
.exe file) and is executed when the application is run by the user. Viruses may
carry out malicious actions such as overwriting or deleting system files.
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1 Worms differ fromvirusesin that it does not require to be attached to an
application. Instead, it will exist independently and attempt to replicate itself
and propagate throughout a network.

1 Trojan horses are disguised as legitimate software, and when executed, will
open luigpckadaoior 6 (such as opening up a
machine from outsiders of the network.

2.4.4 Denial of Service Attacks

The main purpose of a Denial of Service (DoS) attack is in using up all available
resources such as CPU and memory (Ptatelk., 1998, p. 39) on either the target
system or even th&lIDS which monitors traffic on the target network. This may
result in the target system crashing, or simply not responding as expected. In the case
of carrying out a DoS attack om d4DS there isthe possibility of the system letting
additional attacks slip past undetected as it attempts to re€awverof such program

which will allow for carrying out of DoS attacks is knownHsing3 (Hping3 2009.

Various methods may be used in order to camtyaoDoS attack. The three main types
of attacks consist of TCP floods, ICMIBodsand UDP floodsKoule, Weaver, Long

& Thomas, 2001, p.)3An example of a TCP flood involves sending huge numbers
of request packets (SYN) to a server in order to staveall resources, whilst ICMP
may involve simply sending large numbers of pifgsho request packets) a server

so that it consumes all its resources in attempting to répiDP floods function
similar to TCP floodslt is not always necessary for tagtacker to send a flood of
traffic to the victim. One such example is the LAND attack, in which a single packet

is crafted that connect sOvartime, this camcdusean et wor

system to lockup.

A variation of a DoS attack, kmo as a Distributed Denial of Service (DDoS) attack
exists. In DDoShe use omultiple computers to send out requests to a single receiver
is carried out(Kargl, Maier & Weber, 2001, p. 516DDoS attacks are usually
controlled by one main machine knows the Master program and, when initiated, it

wi || communicate with al/l ot her machi nes

initiate an attack on a single target.

2.5 Methodologiesin Evaluating ID Ss

Many evaluationmethodlogies have been proposed by researcloser the past few
years.The main purpose of this section is in analysoge ofthe methods used and
attempt to gain some perspective on what may be considareéffective
methodology.To achieve this goalhe first cacept which is revieed is the two
main techniques used in carrying aatevaluationblackbox and whitebox testing.

2.5.1 Black-Box and White-Box Testing

Two main techniquesnay be applied when carrying testing in genebddclkbox
testing and whitdox tesing. Table 2.21 provides a definition of blackox and
white-box testingwhich is summarised from the work 8harmaKumar,andGrover
(2007).
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Table 2.5.171 Definition of BlackBox and WhiteBox Testing(Sharmaet al., 2007)

Testing Technique Definition

Black-Box Testing is applied to an entity where the
internal workings are unknown.

White-Box Testing is applied to an entity where the
internal workings are known and are
changeable.

Although the two testing methods are more commonly gsesoftware engineering
we may still apply such techniquesdwaluatinglDSs. For example, in the work of
Gadelraband ElI Kalam Aba (2006, the authorstates that there are two main
methodsin evaluatinglDSs, both of which followeitherthe principles of blackbox
testingor white-box testing. Tie authors refeto the principlesasevaluation by test
(black-box testing)and analytic evaluatiofwhite-box testingXGadelrab& EI Kalam
Abou, 2006, p. 271

An exampleof analytical evaluations givenin the work ofAlessandri(2004). The
basisof this approach is in predicting whether or not the desigiine IDS will be
able to detecspecificattacls (Alessandrj 2004 p. 13). In order to do this, the author
attempts to group tatck types into classificationend provide a descriptioto the
systemon how each class of attack will belaBy canparing thelDSs design
againstcertain classs of attack, they propose that themethod should predict
whether or not the attack will be effective. This is considered viluietesting due to
the fact that the innaworkings of thelDS must be known in order to egrout the
evaluationeffectively (Gadelrab& El Kalam Abou, 2006, p. 271Althoughthis isa
viable approach, it is more suited to testilfi@Ss under developmergince the inner
workings of thelDS must be known before such evaluation may take place
(Alessandri, 2004, p. 44)

The other methadevaluation by testingcan be considered a blaekox testing
technique.The general principle behind this method is ttheg IDS will be tested
against various attackpreferably inconjunction withbackgroundraffic (Gadelrab
& El Kalam Abau, 2006, p. 271 After testing is completed, thtdS will be
evaluatechgainstcertain metrics whiclare defined by the designer of the tdstis is
considered a blaekox testing technique due to the fact thatimmithe evaluation
process, we g ehavethetDIS Wil hartlle thedattackgpuat wheether or
not it detects the attack, and how efficientlydoesso in regards to the metrics
defined

It can be summarised thavaluation by testingblack-box testing provides for a
much moresolid basis in terms of evaluation results, since metrics must be defined
and accounted for. In comparisaincethe results from analytical evaluation are
simply predictions, the accuracy of the evaluation may be a.igéube same time,

this does not mean analytic evaluation is irrelevant since this approach will provide
for a far more solid desigof an IDS which is still under development.

Since evaluation by testing mmore relevant to this literature review, the next fe
sections will look at somef the methodswhich various researchers have used in
evaluatingIDSs. Two main categories of evaluation by testing exgstline and
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offline evaluation.The next section provides a brief summary and difference between
thesetwo forms of evaluation.

2.5.2 Realktime and Offline Evaluation

As described bySommers,Yegneswaran and Barfor(2005, offline evaluation
consists ofithe use of canonical packet traces for offline téStsnmerset al, 2005,

p. 10. In other words, the basidea of offline evaluation is in recording network
packets otherwiseknown asdata sed, and then playinghe traces backgainst the
IDS under evaluatiorBy comparisonpnline evaluation involves testintpSs using
live network traffic which may be gesrated using traffic load generatRanum,
2001,p.6). To summarise, the difference betwesdfliine and onlineevaluation is as
follows:

1 Offline evaluation involves playing baclata set to the IDS under evaluation
Thesedata set may be captured withacket sniffer programs and then played
backwith a toolsuch as €preplay(Turner& Bing, 2009)which is capable of
playing back network data sets at variable speeds

1 Realtime evaluations does not provide the IDS withta sed, instead live
traffic is used.Tools and software may still be used to generate the traffic but
in this scenario it is live traffic which is being sent through a network rather
than data set which are being replayeth other words, the network will
Areact 0 acc afficdvhichislsent. t o t he tr

Both methods of evaluation will be covered in the following sections. For
clarification, the DARPA $ection2.5.3 and the Automated evaluatigibection
2.5.4 are both forms of offline evaluation. Reahe evaluation consists of LARIAT
(Section2.5.95 and Trident (Sectio.5.6.

2.5.3 DARPA Evaluation

One of the first welknownevaluationscomes fromMIT Lincoln Labs sponsored by
theDefence Advanced Research Projects Agency (DARRAQwn commonly as the
DARPA evaluation This wak is described byippmann, Haines, Frieorba and
Das (2000). The main goal in the DARPA evaluation was to carry onba biased
measurement on the performance of vari@romalybased IDSs along with
producing a evaluationdata setvhich could be used by others in testing thBifs
(McHugh 20, p. 267)

In order to carry out these objectiyéscoln Labset up a test network and, through

the use of programg$o emulate a large number of workstatiossd scripts, created

synthetic background traffic mixed with attack traffic at certain periardstime

(Brugger& Chow, 2007, p. L The traffc is then cajured witha packet capture tool

and saveas adata setThisdata setould then be played back agaitist IDS under

evaluation to accests performanceBoth inside and outside traffic was captured for

this experiment. The term Ainsideo refer:
within a | ocal area network (LAN), whil st
this LAN. A router is used in the experants to separate the inside and outside

traffic. Figure2.5.1 has been presented to shinve DARPAtestbedwhich wasused.
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Figure 2.517 DARPA Evaluation Tedbed(Lippmanet al,, 2000)

The data set used in the DARPA experimewis releasetb the publicin 1998 and

is rekrred toas thelntrusion Detection Evaluation (IDEVAL1998 data set The
1998data setontains 7 weeks of training data, used to train the anomaly system, and
two weeks of test data used to test DS for detection performance (Bruggé&r
Chow, 2007, p. 2)In 1999 a seconddata setwas produced by the same group
known as the IBVAL 1999 data set which contained improvements such as
containing stealthier and a wider range of attgéksigger& Chow, 2007, p.2). The
1999data setvas made up of two weeks of training data and three weeks of test data
(Lippmannet al, 2000, p. 579

With the use of statidata seg, repeatabilityin experimentds easily achieve@nd,

furthermore, thalata seis easy to obtain and free to downlodthus, it may seem
that the DARPA method is very well suited for testibgs. Unfortunately both the

data sed andthe way in which the evaluation was carried bas faced a lot of
criticism by researchers

In regards to thalata setthe IP headerattributes contained in theynthested
background traffiancluding sourcdP addressegjestnation IP addresse$jme To
Live value andTCP optionsall had a small fixed range(Mahoney, 2003, p. 237)
Reallive traffic, in comparison, will geerally contain a vast number different IP
addressesand ranges in theiattributes. Therefore, théssue here is that the
background traffic in the DARPA evaluation may not be consideiedlar or
realisticenoughto the type of traffic normally facdaly IDSs.

Criticism has also been made against #ittack traffic in theDARPA data sed.

During the P98 DARPA evaluation,dur main types of attacks weparried out

which included User to root, Remote to Local User, Denial of Service and
Probe/Surveillancevhilst the total number of each attack being carried out is in each

of these categories is 1134, 99 and 64 respectiveliZippmannet al, 200Q p. 585

586). The flaw here, as stated by Singaraju, Teo and Zheng (2004) is that these attacks
- 311 in totali were launched oveapproximately9 weeks of testing (5 days per
week), therefore the average number of attacks is aroind day (Singarajet al.,

2004, p. 2) Thus, distribution of attacks may be considered spread too thin in
comparison with redife scenarios The 1999data setcon@ins a similar problem,
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with only 200 attacks over 5 weeks of testing (Lippnedral, 2000, p. 579} this
results inapproximately8 attacks per day

Finally, in the work of McHugh (2000), the author states thatptiesentation of the
evaluation results may not be completelganingfulsince only one form of met is

used to determine the performance of B8 under tes{McHugh, 2000, p. 291)

This metricwhich was used is known as tReceiver OperatinGharacteristic (ROC)
curve whichis basically a graphical plot of the number of true positives versus false
positives (Ulvila and Gaffney, 2003, p. 453he problem with using only this
singular metric, as stated by McHugh (2Q08) that although it shows whether a
greater numhbeof true positives or false positives are detected, the ROC curve gives
no clear indication to why the ID&nder test willoehavein such a wayMcHugh,
2000, p. 291)

What can beconcluded about the DARPA evaluation is that both attack and
background trfic lack realismin comparison with redife network traffic along
with the fact that the metric of evaluation uskzbs not give clear indication to the
way thelDS performed, regardless of whether it was good or Bawlly, though it is

not mentionedn any cited referencest shaild be noted thatit was more than a
decade since the DARPA evaluation, hence newer and more sophisticatednadtyacks
now existtherefore, thevalidity of testingIDSs using the DARPA attacklata set
may not be relevargnymore.

2.5.4 Automated Evaluation

Having seen some of the shortcomings of the DARPA evaluation, it is worth looking

at a more recent offline evaluatiasf IDSs carried out by Massicotte, Gagnon,

Labiche, Briand and Couture (2006).n t hei r wo m&in focutshwvasimut hor 6
providing a more wpo-dateattackdata sewhich, similar to the DARPA evaluation,

would be maddreely available to the public so that others may use it to carry out

their own testing again#bSs

The work by Massicottet al. (2006) consisted of two maielementsn which they
termed as the Virtual Network Infrastructure (VNI) and the Intrusion Detection
System Evaluation Framework (IDSEFJhe VNI uses scripts and emulation
software toautomatically set up a&irtual network environmentwhich is used to
generataattack trafficagainst specified targets within the emulated network topology
(Massicotteet al, 2006, p. 36 The main purpose of the VNI is igenerating
attackson a virtual networlandrecording the network affic whilst thistake place in
order to save it as@ata seto be used in evaluatin®Ss. Having acquired adata set

this canthen beprovidedto the IDSEFRN order to test and evaluate tb@osenIlDS
undertest The VNI uses a layered approach which consists of using programs such as
Metasploit(Metasploit Project, 2009pr the generating exploits whilst manipulation

of packets for evasion/insertion is carried out using tools such as fragFogtee
2.5.2). Unfortunately, a complete taxonomy of all attacks carried out was not provided
in this piece of work.
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Figure 2.527 Automated Evaluation Attack Systefilassicotteet al, 2006)

In order to clarify how this evaluation works, the steps involved in both the setup and
execution of the VNI along with the steps involved in using the IDSHFbe
describedTen main stepgFigure2.5.3) are carried out irthe automated evaluation
Steps one to five are summarised from (Massicetttal, 2006, p.363) whilst steps

six to ten are summiaed from (Massicoe et al, 2006, p365) and are as follows:

1. Script Generatio - Usi ng what the authords defin
Exploitation Program (VEP), script generation involves the user defining the
types of attacks which should be ran alavith specifying the target systems
in the virtual network.

2. Virtual Network Setup This step will setup the virtual network dependant on
the types of attacks and targets which were specified. For example, if the
attack specified was on a web server, then virtual network that is being
setup would reflect this scenario.

3. Current Attack Script Sepu- Involves configuring the attackbat have been
chosen to be executed.

4. Attack Execution Involves runninghe specified attack(s) against the chosen
targd(s).

5. Tear Down - Involves savingthe network traffic which will have been
recorded during attack execution into a data set, along with restoring the
virtual network to its original state. If additional attacks are to be recorded,
then step one to five iepeated, otherwise, the automated evaluation goes to
step six.

6. Data setSelection- Having acquired all required data sets, the IDSEF will
select the relevant attack data sets which should be tested agaitidSthe
which has been chosen to be evaluated.

7. IDS Evaluator- These attacklata set will then be provided to th®S under
test.

8. Next Data set SelectierAssumingthere is more than one attack data set to be
testagainststeps six and seven will be repeated until all data sets have been
provided to thdDS.

9. IDS Result AnalyserAll alarms raised by th&iDS in testing each of the data
sets will be logged here.
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10.Report Generation Finally, a report is generated which shows the types of
alarms logged for each of the data sets that were tested agails$the
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Figure 2.5.3 - Steps Carried out in the Automated Evaluation

The automateevaluation certainly achieves its main goal, which is of providing a

more upto-datedata sein comparison with the DARPAlata setFurthermore, the

use of virtual machines allows for both ease of automation and repeatability in
experimentsHowever,one main restriction is can be found in this evaluation method.
As acknowledged by the authorg backgroundraffic is generated bthe VNI, only
attack traffic(Massiotteet al, 2006, p.1) As noted byMell et al. (2003) background
traffic is essenél to evaluatingDSs since without it, the results will only describe
how effective a IDS is in logging true positives with no indication as to what the
false positive alarm ratio would b&¢ll et al, 2003, p. 14). In other words, an

evaluation without background traffic will describe how accuratéDi$eunder test is
in detectng definedattacks, but no informatiowill be provided orthe inaccuracy of

theIDS 1 which iswhether or notwould log atack free traffic as an attack (known as

a false positive)

2.5.5 LARIAT Evaluation

The Lincoln Adaptable Realtime Infornian Assurance Testbed (LARIATyas
designed as a follow up the 1999 DARPA evaluatigii\thanasiades, Abler, Mne,

Owen and Riley, 2003. 65 a n d

as

descri
design goals were established for LARIAT: (1) support-tiea¢ evaluations and (2)

bed

by the

aut hor

create a deployable, configurable and easyse testbed (Rossey, Cunningham,
Fried, Rabek, Lippmanmaires and Zissman, 2002, p. 26.02

Emphasis on automatioof the evaluationwas also made by the designers of
LARIAT. The justification for this is that manual setup and configuration
requirements when testin@®Ss can consume a great deal thus, by automating the
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evaluation process as much as possible-eiase and simplicity is achievddr the

user carrying out the evaluatifRosse)et al, 2002, p2672. In order to achieve this

aim, the LARIAT evaluation isimplemented on top of a Java applet named
NetworkDirector (Rossegt al, 2002, p.2677) . This acts as a fAwrap
GUI interface is built and allows users to interact through the selection of menus and

buttons rather than having to manually inpammandgFigure2.5.4).

=3 Applet Viewer: NetworkDirector —lolx|
appiet
| Main Network | Traffic Profile | Attacks | Protocol Mix | Status Scoring | About |

run: @ archive (3 ciear (D renlay lastiramc run

......

Stop 19:3353 || 12n3r2000 V(\\|

Profile: Lincointgp v Advanced

Applet stanted.

Figure 2.541 Example saenshot of the LARIAT GU[Rosse)et al, 2002)

The LARIAT evaluation is achieved through the emulation of network trédfiack
and backgroundraffic), which is typically seen in a small organisation connected to
the internet(Athanasiadesteal., 2003, p.65). What thismeans is thaanIDS under
evaluationcould be placed in between the inside (organisé&idAN) and outside
(the internet) network and capture traffic from both sid&srsini, 2009, p. 38)This

is exceptiondy effective since it reflects the situation in which méB&s will be
facing in eal life scenarios.

User inputis requiredonly in the first stage othe LARIAT evaluation.During this

first stage, a user is required to select
traffic (Athanasiadesteal., 2003, p.64). In regards tahe selection obackground

traffic, this defines the type of environment the evaluation will take place in, along

with types ofattack free traffisuchasHTTP, Telnet, SSH and FTwhich should be
generatedRosseyet al, 2002, p.2673). The selectionof attack traffic profiles

involves a similar process that the user will select specific attacks which shoutfd r

against the IDS under evaluatioblpon selecting background and attack profiles, the

system will automatically configure the emulated network and begin the process of

the testing the IDS under evaluation.

What can be concluded about the LARIAMplementationis that it provides for a
very sophisticateekvaluation method fdDSs Not only does it allow users to specify
both background and attack traffic profiléise environment in which thi®S under

test is both realistic and in ret@ine. Unfortunately, there is one major isSUBRIAT.

As stated byAthanasiade®t al (2003), the LARIAT evaluation is part of a United
States Government funded project and not available for public use (Athanasiades
al., 2003, p66).
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2.5.6 Trident Evaluation

The main aim of the Trident evaluation is aflowing for variable mix between
benign and attack trafficSommers Yegneswaran and Barfqar@006, p. 1493)In
other wordsusersmay specify certainpercentages adttack traffic and background
traffic. As an example, users may specify a test with Hifack traffic and 90%
benign traffic to see whether the high level of background traffic will have any
detrimental effect in théDSs ability in detecting attacks.

This is achieved using the Malicious Traffic CompasitiEnvionment (MACE),
written in thePython programming language, which is a tool used for generating
attacks on a networkSommers,Yegneswaran and Barfard2004, p. 83) and
Harpoon,a background traffic generator use to create TCP packet fémasalso

UDP traffic (Sommers& Barford, 20@, p. 68). Both MACE and Harpoon were
developed during separate periods of time but are used in conjunction for the Trident
framework(Figure2.5.5).

malicious traffic composition environment

exploit obfuscation propagation

IC ==

welchia spoofed source  horizontal sweep
examples blaster url rewriting coordinated scan
syn flood fragmentation random
test | o e 000 test
‘ traffic

objectives
background traffic /
(Harpoon, SURGE, etc.)

Figure 2.5571 Trident Framework (Sommerset al, 2009

The architecture ofMACE consists of four main componentsexploit model,
obfuscationmodel, propagationmodel and background traffimodel The exploit

model onsists of attacks which target specific vulnerabilities in a system, the
obfuscation model is used for insertion/evasion attacks and the propagation model
dictates the range of targdis the form of IP addresdp attack(Sommerset al,

2004, p. 83) The forth component, background generation, is optiandlused for
generating background traffitn(the case of the Trident evaluation, Harpe®ithe
program used for this purpose)he exploit and obfuscation components are the two
main models which define the types of attack capable on MACE, and these attacks are
shown inTable2.5.2.
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Table 2.5.27 Taxonomy of MACE attacks (Sommezsal, 2004)

Host Based
APPLICATION LEVEL TRANSPORT LEVEL | Network Based
Worms Back- DoS Fragmen- Other
doors tation DoS

Welchia rose

Nimda mydoom teardrop synflood smurf
CodeRed2 sdbot winnuke | teardrop2 pod fraggle

Blaster bonk land
Dameware nestea Jolt

Sasser oshare

In the Trident evaluation, the function of MACE is more or less the same in that it is
used to generate exploits. However, along with MACE, the Trielesluation extends

the attack database by including the ability to also play back 58 of the attacks used in
the DARPA evaluation (Sommeeg al, 2006. p 1493). This is realised in the tool
which the aut horrse phlaavyed ,n aaimddd tofficarégtayai cokn

Harpoon,the traffic generation topkonsists of two main featurettie ability to(1)
generatepacket traffic at thdP flow level through manual configuratioand (2)
automaticallyconfigure itself tarepresent the flow of packets in a specific netwbrk
NetFlow data is provide(Sommersk Barford 2004 p. 68).

In regards to the first feature, an IP flow, as defined by Quittek, Zseby, Claise and

Zander (2004) i's a s e tvationfpoint iR thereetvérle t s pas
during a certain time interval. All packets belonging to a particular flow have a set
of common properties (Quitte&t al, 2003, p . 3).0 The obseryv

devices such as switches and routers, and what Harp@snisioreate unidirectional
TCP packet flows between these devices to simulate network traffic activity. The
second feature of Harpoon is similar to the first, but, instead of users defining the
UDP and TCP packet flows, Harpoon may extract NetFlow dafs fllmm routers
which would have been previously collected and automatically configure the tool so
that the traffic being generated would reflect the scenario previously seen by the
router (Sommer& Barford, 2004, p. 69).

As mention earlier in this sectidHarpoonis used for the generation of benign traffic
for the Trident evaluatigrbut the meéhod usechereis a lot more advancatian what

the tool could previously achievieor the generation of benign traffic, Sommetsl
(2006) have derived a component named the Automata Generditis utility first
describes the process involved in an applicapostocol establishing a connection,
the exchange of data between client and server is then described and finally, the steps
involved in ending the connection is described (Somnetral, 2006, p. 1492)
Network data set are fed to this utility and individual packets from the same
application state will & individually extracted andanitized tonormalisethe data
Thus,what resultfrom a largedata sewill be individual network traces including
HTTP, SMTP, DNS, Telnet, FTP and SSH exchangeslly, at this point, each of
thesetraces can be given to Harpoon to be transmitted on the neferlkautomata
previously created will based by Harpoon to play back the traffic.

To summarise the Trident evaluatidghe usage of MACE and Harpoon allows for a
fine control between benign and attack tradlong with mixing them in a realistic
manner However,one maincritique should be maelagainst this evaluation method,
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especiallyin regards to MACE Although a wide taxonomypf attacks haseen
defined it should be nted that these are attackave been specifically codexhd
craftedfor researchers to evaludi@Ss. In other words, what this evaluatiomy end

up assessg is how effectivean IDS is, in detecting attacks generated by MACE but
not attacks from programs found widely on the interfibéere is also a minor critique

on the traffic generator, Harpoon. Frdhe work of Corsini (2009), the author states
that Harpoon lacks realism since it always uses the same port number for
communication (Corsini, 2009, p. 3@n attribute which would not occur in rdiéé
network traffic. However,it should be noted that is unclea whether this problem
existsin the Trident evaluation.

2.5.7 Metrics for Evaluation

The term metrics relates to a form of measurement which is used to assess the
performance ofan IDS after it has been put through testing (Rapn@®01, p. 2
Many metrics have been suggested, amedised for the evaluation ofDSs.

In the work ofFink, Chappell, TurneandO'Donoghug2002)the author attempts to
categorise metrics into three main classes: Logistical, Architectural and Performance
(Fink, et d., 2002, p. 5). In terms of logistical metrics, this relates to how easy the
IDS are to setup, maintain and implement into the environment it is intended for.
Architectural metricselates to what thactual intention of the IDS is suchabkether

it is a hostbased IDS onetworkbased IDSalong withthe method in which it detects
intrusions such asiisuseor anomaly detectiorin terms & performance metrics, this
includesthe interoperability between IDS and firewalls/routers along witkerved
false-positive and fals@egative ratios

What should be noted in the metrics defined by Fanhlal (2002) is the fact they
appeamuch more suited for usage from an administrative and managerial perspective
when it comes to choosing what type of IDS sHolle implemented inan
organisation or companyurthermore, as noted by the authors themselves, some of
the metrics defined may be quite difficult to meas{imk et al., 2002, p. 8) For
example, how does one go about defining a metric which is abfeetsure the
interoperability betweetDSs and firewalls/routersPurthermore, what type of metric

will allow a tester to measure the ease of setup of an IDS which results in a reliable
score each and evetiyne?

More relevant is the work ddommerset al, (2005)in which the authorgvaluated
IDSs using two main metri efficiency and effectiveness. Efficientg/a measure of
falsepositiveswhilst effectiveness is a measurefalsenegativeqCorsini, 2009, p.
23). Figure 2.5.6 demonstrates the formulae used to work out each méirieoth
equationsthecalculatedesult closest to 1 is always better.

Effici TruePositives
iciency= ———
ciency AllAlarms
. TruePositives
Effectiveness= ———
AllPositives

Figure 2.5.6 - Formula for working out Efficiency and Effectiveness Metric
(Sommert al, 2005)
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CPU utilization, memory usage anplacket lossare also monitoredin the case of
CPU and packelbss metri¢ the purpose is to see what relationship either one will
have against variable traffic flonfSommerset al, 2005, p. 1P The idea of packet
loss being an important metricfigrther elaboratedn the work by GraveBuchana,
Saliou and OId2006). As noted, the omission of packets means less information will
be provided for forensic systems security as a form of evidence logging (Corsini,
2009, p. 23). In other words, if packets are lost byif# there is less evidence of an
attack takingplace since no log of the attack may exist.

In a slightly more recent piece of workimslarities on the metrics defined for
evaluating IDS can be found in the work bgadelraband El Kalam Aba (2006 in
comparison wittSommerset al (2005). In the work ofGadelraband El Kalam Aba
(2006) the authorsattempt to split upevaluation metrics into two categories:
detection related metrics, and resource utilization metesection related metrics
are used to assess how well particular compisneina IDS function, whilst resource
utilization relates to whadystem impact thé&S will have whilst running’ in other
words, performance metric&urthermore, the detection related metrics are further
broken down into two subgroups known as macrascapd nicroscopic detection
metrics(Gadelrab& ElI Kalam Abou,2006, p. 273274). Macroscopic group relates
to assessing how well the IDS performed in detecting attacks overall, whilst
microscopic relates to assessing how well the IDS performed in idgt@undividual
attacks. Table 2.53 shows the metrics suggested in this warld how they are
calculated

Table 2.5.3 71 Detection and Resourddtilization Metrics(Gadelrab& El Kalam
Abou, 2006)

Detection Related Metrics Definition

Macroscopic:

Detection Ratio DR = (Number of detected attacks / Total
number of attacks included data set

False Alarm Ratio FAR =(Number of generated false alarms /
total number of generated alarms)

Microscopic:

Detection Ratio per attack Type (Number of Detected attacks of a particular ty
/ total number of attacks of this type)

False Alarm Ratio per Attack Typ: (Number of gearated false alarm for particula
attack type / total number of generated false

alarms)
Captured Events / Non Detected Number of undetected attacks whose events
Attacks captured / Total number of undetected attack
Non Captured Events / Detected Number of attacks who events were not
Attacks captured / total number of undetected attacks
Intrusive Events Drop Ratio (Number of non captured intrusive events /

Total number of intrusive events)
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ResourceUtilization Metrics

CPU Utilization Percent ofCPU used by IDS

Memory Utilization Percent of memory (RAM) used by IDS

Fromtable presentedve can see thaomethe metrics defined bgadelraband El
Kalam Abou(2006)are quite similar to the ones defined ymmerset al (2009.

For exampleresourceutilization metrics of CPU and Memory are exactly the same.
However, one noted issue with the detection metrics defineGduelraband El
Kalam Abou(2006) is the Detection Ratio metric. This is the number of detected
attacks divided bytotal nunber of attacks included in theata set In scenarios
whereby a data set of attacks is not used, this metric would be relatively difficult to
calculate sincéive traffic is unpredictableHowever the work ofGadelraband El
Kalam Abou(2006)does providdor clearer distinction betwedhe different types of
performancemetrics by subdividing them into two main categories: Detection
Related Metrics anddourceUtilization Metrics.

As a summary to this section, what should be apparent is the factgbeé a large

number of metrics have been defined by various authors for the evaluatibB8of

One very good point was made Kbhowinggveab um (200
not to measure is sometimes a hardeblgm than known what to measure (Ranum,

2001, Tmo.put B anotber way,he most important factor when it comes to

defining metrics is to ensure that they are releard they provide a meaningful

purpose for the testing which will be carried outamnIDS. With this in mindit is

believed thathere is no correct or comprehensive set of metrics whiltlwork for

all forms ofevaluation of IDS.dstead, the metrics which are defined is dependent on

the testing, objective and goal of the evaluation.

2.6 IDS Testing Related Tools and Programs

There are existingpols and programs whidre designedan be used for carrying out
evaluationof IDSs. These tools and programergerally focus on testingf NIDSs.
Such works includeNidsbench created by AnzeBomputing (1999), IDSwakeup
created by Aubert (2002) and thketasploit framework created by Metasploit Project
(2009.

It must be noted thalthoughthesetools and programs may be used to evaluate an
IDS, the actual process of the evaluation along wité metrics of evaluation is
entirely up to the end usein other words they do not represent @mprehensive
evaluationmethodologyof any kind However, at the same time, it is still worth
providing an analyss in ordergain an understanding of sortechniquesvhich may

be employedo testIDSs

2.6.1 NIDSbench

In the workof Anzen Computing (1999), thelDISbench toolkit is presented with the
purpose of testin§lIDSsusing tvo mainprogams: tcpreplay and fragrout&eing a
toolkit, users are @quired tospecify and providdgheir own data sets along with
manual configuration of fragrouterwhich is used for the purpose of creating
invasion/insertion attacks against an IDiieto it beingreleasedn 1999, this toolkit
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is exceptionally out of datsincethe successor to fragrouter, known fragroute
(Song, 2009)is now actually part of th&@ cpreplaypackage therefore INSbench can
be considered redundant.

2.6.2 IDSwakeup

IDSwakeup is a tool creatdxry Aubert (2002) which, usingping2 (an earlier version

of Hping3), allows for generation of attacks includimgrious typesf DoS attacks
Furthermore, due to the capabilitieskiping2, packet cans be also crafted to mimic
more complex attacksAs an examplea packet may be crafted to mimic a
HTTP_GET commandvhich could be a indication of an attacker attempting to
perform some exploit on a websifehe main advantage in the use of this tool is that
the attacks are predefined therefore, userssoaply specifythe target to invoke
attacks on and IDSwakeup Witbhke care of the commands to ruringsHping2 to
create the attack3he obvious limitation is that the tools purpose is in generation of
attacks therefore no background trafllement exists.

2.6.3 Metasploit Framework

The MetasploitFramework is part of th&letasploitProject(2009) This tool is quite
similar to Trident, described in Secti@rb.§ in thatit provides for libraries of attacks
(Sommerset al, 2005,p. 2). One area in whicltMetasploit could be considered
superior to the attacks generated by Triderthat it is open sourctherefore it may

be updated and maintained far mtragjuently Furthermore, another advantage in the
MetasploitFramework isthat a graphical user inface is provided to the useFhis
allows for ease cAutomation foithe usersince they do not need to enter commands
manually,when carrying out testinglong with ease of us®f course this framework

is limited to exploit gaeration only therefora methodology is still required for
effective evaluation ofDSs

2.7 Conclusion

This chapter has met the main aim of analysing the methodologies used in evaluating
IDSs along with providingoackground tesubjects related to this topiSection2.5.3
reviewed the offline DARPA evaluation which, although provided significant
advances in the researchedaluatingNIDSs is unfortunately flawedue tohaving a

lack of both realism in network traffic and meaningdulluation metrics.

In the Automated evaluation, reviewed in Sect@bB.4 emphasis was madon
creatingand capturingattackdata set by emulating network topologies through the
usage of virtual machinder offline evaluation oNIDSs. The ease of repeatability in
this evaluation along with automation of tasks are the main advantages, lagktbe
background network traffimeans the evaluation does bbselyreflect real world
networks.

Section2.5.5lo0ks at the reafime evaluation named LARIRA which proves ideal
having both realistic attack and background trafbat, it is not avaable for public
use.This is amended in the Trident evaluation, Sec®d@ng in which both attack and
traffic generation tools (MACE and Harpoon) are available to the public as long as (in
the case of MACE) #re is a legitimate purpos$er usingthem.However, it wa also
demonstrated that Harpoon may not provide for realistic background traffic and the
tool MACE does not provide for surveillance/probing attacks in its taxonomy.
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It can be seen that current existing methodokthat are used for evaluatiinSsall
contain some form of shortcomingldeally, the LARIAT evaluation may actually
have achieved a solid methodology, tret limitation here is that it is unavala for

public use However, it should be acknowledged that many good points have been
made fran the methodologies which have been reviewed. In terms of the DARPA
evaluation, the critique carried out by McHugh (2003) has highlighted the need for
both realistic attack and background traffic. This is again emphasized in the work by
Sommerset al (2006) during the Trident evaluation. The work carried lopRossey

et al (2002) has made a very good point in that an evaluation methodology should be
as automated aswuch aspossible along with providing ease of use through the
implementation of a GUlrapper.The idea of automation is further backed up in the
Automated evaluation carried out by Massicettal (2006)in which they use scripts

to automate the evaluation process

It must also be emphasized that the definition of meaningful evaluatietrios is

highly critical. Having the wrong or limited evaluation metrics could easily mean a

flawed evaluation methodology which was shown in the DARPA evaluation by

McHugh (2003).To briefly reiteratedrom the conclusion ofection2.5.7, there is no
Acorrecto metrics, only metrics which have
evaluation.

To conclude, if we are to focus specifically on the strengths ofi exaluation
methodology, along with taking into consideration the importance of defining the
correct evaluation metricgt can be summarised thatnaethodology in evaluating
IDSsmust consist of the followingequirements

1. Inclusion ofRealisticAttack andBackground\etwork Traffic
2. Ease of Automation
3. Inclusion ofMeaningfulMetrics forEvaluation

Themainaimin this projectis to produce grototypeframeworkwhich is capable of
carrying out evaluation an NID$ased on the conclusion reachedhis literature
review, a framework must include all threeequirementsvhich have been listed to
provide for an effective evaluation of NIDS3he next chapter wiltlescribesuch a
framework along with thdesign choicesequired to evaluate an NIDS.
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3 Design

3.1 Introduction

The literatureconcluded thatan effective methodology in evaluating 85 must
consist ofthe following threemainrequirements

1. Inclusion ofRealisticAttack andBackground\etwork Traffic
2. Ease of Automation
3. Inclusion ofMeaningful Metrics for Evaluation

This chapter outlinethe design of prototypeframeworkwhich attemptso meet all
threerequirementgor the evaluation of aNIDS. The proposed framework allows for
ablack-box evaluation of the signatub®msed\IDS known as Snortvhilst attempting
to follow the thregequirementdisted asigorouslyas possible

Snort has been chosen since it is freely obtased widely supportedFurthermore,

a huge amount of predefined rules are available for download from 8oai(@€09)
produced by the Sourcefire Vulnerability Research Team (VRT). This makes it a lot
simpler to test against, since there is no need to crafdesieied rules in order to test

for falsepositives.The methodologieseviewed in the literaturencluding works by
Sommerset al (2004); Sommerst al (2006) and Massicottet al (200®) all
performed testinggainst Snort. Thus, it can be said that DS is perhaps the most
popular choicemong researchemsakingit viable for evaluation in this project.

Section 3.2 provides a overview of theprototype framework, along witha brief
summarisatioron design choices mad&urthermore, a schematic of how suttte
framework functions is provided more detailed description of the design choices is
then describedSection3.3looks indeph atthe designfor the inclusion of attack and
background network traffievhilst Section3.4 provides a solution for the ease of
automation. Finally, Sectio.5 defines themetrics for the evaluationlustification

for the design choices madepsovided in each sectiofrinally, aconclusion to this
chapter is provide in Sectior3.6.

3.2 Prototype Framework Overview

As shown in the introduction to this chapttrere is a need for both realistic attack
and background traffic whervauating an IDS. This is especially true in the case of
evaluatinga NIDS, since the whole purpose of such a systemo monitor network
traffic (see Section 2.3.3. The secondrequirementof automationis also of
importance. Automation allows for ease of use for the, uséerms of configuration,
along with repeatability in experimenthe thirdrequirement defining the correct
metrics for evaluation, igritical as it allows the user to come to a meaningful
conclusion after evaluation ohdDS is complete.

Based on the threequiremerd a framework(Figure3.21) is presentedlong with a
schematic on how it should functiofrigure 3.22). Three main components are
specified: the attack traffic component, background traffic corepband evaluation
metrics component. Furthermore, a GUI element is shown which wraps all these
components into a single application.
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C# GUI Automation Wrapper
Attack Traffic Component
Attack Type Program/Utility
Surveillance/Probing Nmap
User Privilege Gain Hydra
Maclicious Software Hping
Denial of Service Hping
Background Traffic Component
Dataset Program/Utility
DARPA Dataset l Tcpreplay
Evaluation Metrics Component
Metric Retrieval Monitored on IDS
and Generation Host
Detection Metrics Resource-Utilisation Metrics
Efficiency CPU Usage
Effectiveness Memory Usage
Packet Loss
Figure 3.211 Prototype Framework
GUI Automation Wrapper
Attack Traffic :
Configuration
Live Attack
Programs: nmap,
hydra, hping Aggregation Traffic Generation IDS Under
geres : Evaluation
Background Traffic i
Configuration
Static Dataset
Evaluation Metrics
Retrieval
[ |
Detection Metrics Resouree UT.ilisaT.ion
Metrics
Effecnv_eness CPU Utilization
Effienciency M U
Packet Loss emory Lsage

Figure 3.221 Abstract Schematic
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In regards to the attack traffic componehtwas decided that the usage of publicly
available programs shoukhd tools wouldbe put to use in order to generate attack
traffic in a realtime manner. It is believed that this will provide for the most realistic
scenario in testing an IDS. Some of the tools which are used fappi€ationwere
described in SectioB.4 and include: Nmap, Hydra and Hping3 for the generation of
attack traffic.In thebackground traffic compongnattack free data sets are used to
generate benign trafficLive background traffic is both difficult to manage and
control in testing environments, therefore, the use of attack free data setse
played back using the tool Tcprepldy will provide ease of repeatability and
predictable flow of traffic.

For the evaluation metrics component, the categories of Detection and Resource
Utilization metrics, as defined bgadelrab and El Kalam Abo(R2006), will be
monitored. This includes the efficiency, effectiveness, packet loss, CPU utilization
and memory usage metriegich were originally defined by Sommeegs al (2005)
Retrieval of logs produced by the IDS under evatuatind generation of detection
metrics are also part of this framewoResourceutilisation metrics will be monitored
directly by the user on the IDS host.

Finally, in order to meet theequiremenof automation, a Graphical User Interface is

devel oped whi ch nwr sppegaslytdéseibet togetbeform o mponen
the framework as a whal€Thus, rather than have a user individually program,

configure and run each component independently, a GUI with the relevant options

will be provided as the front end of trapplicationframeworkso that evaluation of a

IDS may t&e place through a simple click of a few buttons. The GUI is implemented

in Visual Studio 2008 and the programming language C#.

A broad overview of thiprototypeframework has been given. The next sectidlh
provide a much more detailed descriptiontba design along with justifications for
the choices made.

3.3 Attack and Background Traffic Component Design

In terms ofAttack Traffic componentit has been decided that thee of live attacks
will provide for the most realistic scenario in testingIBS. The literature review
provided description of the most common network threat whechoriefly reierate,
include threats asurveillance/probing, us@rivilegegain DoS attacks and malicious
software (worms, viruses and Trojan horses).

In each of thetechniqueswith the exception of malicious softwaran example
program has been given which will allow for the generation of live attacks in regards
to thatnetworkthreat categoryDue to the security issues which may arise from using
real malicious sftware, the toolHping3 will be used to craft packets which reflect
these threats insteatlhis packet crafting technique i®th similar andinfluencedby

the implemenétion carried outn the NIDSWakeugool. However, the design here
differs in thatHping3 is used for the crafting of malicious software, a feature which
NIDSWakeup does not have.

The Metasploit Framework was considered for generation of attack traffic. However,
it was deaed that it was ndieasibleto implement. Although it is open sourécewas

0. Lo - BEng (Hons) Computer Networks & Distributed Systems 42



05002961 SOC10101

assessed that the time require@malyse understan@nd integrate the codeould be
too complex dask giverthe time available for this project.

Throughthe use of realy available tools and program#he most realistic attack
traffic possitbe can be achievedince it will be generateth reattime. Table 3.31
provides a list of attacks whichill be part of thisrameworkalong withthetools and
programswhich are used to generafee actual attack

Table 3.3.1- Attacks Included in Application System

Category Tool/Program to be used
Surveillance/Probing Nmap
UserPrivilegeGain Hydra
Malicious Software Hping3

Denial of Service Hping3

Regardingthe Background Traffic Componentchieving realistic and controlled
generatiorof benign traffic is still very muchreopenissue The closesavailabletool

which will allow for realistic generation of background traffic is found in the work of
Sommerset al (2005)using Harpoon. Unfounately,it was dismissed as nbkeing
realistic enough due to using the same port in every connection by Corsini.(2009)
Another factor, which should not be considered a limitation but more of a hindrance is
thatgettingHarpoonto run requires a lot aéffort by the end useNetFlow logs may

be used but in the case of them not being available users musalmameate their

own topologiesand configurations

Therefore, due to such factorswas decidedhat this framework would usattack

free data ses for playback ofbackground traffic through Tcpreplay instead of
Harpoon. Two main justifications exist for this choice. Fiys the ease of
repeatability will be achieved in playing back the trafince thedata setwill never
changein each tegtand it will also allow for variablglayback speeds in order to
as®ss whether the ID0Bgerformancein regards to the metrics definedill be
detrimental in the case of high traffic volume€X. course, the limitation here is that
the only publicly available data set is the ones released by DARP#ning any
evaluation carried using this framework at this point in time is restricted to the
DARPA data set.

It is acknowledged that the literature review has dismissed the DARPA data set as
being unrealistic.However, with no other option, this is thenly choice which
remains.But, what mus be made clear here is that tifiamework is notimited to

only the DARPA data set. As the tool used to generate background traffic is
Tcpreplay, users are free to provide their own data sets to use instead. Furthermore, it
leaves the framewor&pen toextension sinc& may take advantage afewer more
realistic data setif one is ever released, in the future without any needddify the

design ofthe framework.

3.4 Automation Wrapper Design

Automation is a highly desirable attribute in evaluation@$s as demonstrated by
various methodologies carried out in the literatueviewincluding Rosey et al
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(2002) andMassicotteet al (2006) To justify, consider the example of using
Tcpreplay to playback background traffic. A user must first prepare a cache file of the
data sethen rewrite the traffic (which may consist of both IP and MAC addresses
being rewritten) and thefinally define the actual playback options. All these tasks
must be carried out in command line which adds to both the difficulty and confusion
in usingsud atool.

Thus in order to meet theequirementof automation,this framework wrapsll
programs and functionaround aGraphical User Interface. Therefore, rather than
having to enter commands individually, a user rhaypresented withnaapplication
where they simply need to select the required options under forms and bQtmes

all configurations have been made, a simple click of a button will allow for generation
of traffic (attack and backgrounth) be sent to the IDS under evaluation

The use othe programming language @#used to construct a Windows Form GUI
As almost all programs which agart of this frameworkwill require a Linux/Unix
environmentthe application developed in C# willins using Mono (Mono Project
2009)which is a open surce .NET compatible Common Runtime Language (CLR)
designed fothe Linux/Unix/Mac OS X/Solaris/Windowplatforms.

3.5 Evaluation Metrics Component Design

As the literature review demonstrated, choosing the right metrics to evaluate an IDS is
critical in order to assess it in a meaningful wasking this into consideration, this
framework employs the metrics dffficiency and effectivenesss defined by
Sommers et al. (2005) along with CPWJtilization and Memory usage metrics.
Furthermore, packet loss, described by Grates. (2006) is an important metric, as
demonstrated in the literature review, hence its inclusion. If we apply the
categorisation of mdats, as defined bysadelrab and El Kalam Abo(2006), the
metrics of efficiency, effectiveness and packet loss can be considered Detection
Metrics, whilst CPU and Memory usage can be grouped as Resource Utilisation
Metrics (Table3.5.1).

Table 3.5171 Evaluation Metrics Design

Detection Metrics Description
Efficiency True-Positives / All Alarms
Effectiveness True-Positives / All Positives
Packet Loss The number of packets lost, as reporte
by the IDS
Resource Utilisation Metrics
CPU Usage Percentage of CPU used
Memory Usage Percentagef memory used

Implementing the efficiency and effectiveness metrics allows for the monitoring of
both falsepositive and falseegative ratios. In other words, we can assess whether
the IDS under evaluation will trigger alerts against benign traffic Hadsiives) ad
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whether it will miss real attacks (falsegatives).To perform these calculations, a
baseline of expect alarms must first be establisbiedrs will be required to manually
run individual attacksgainst the IDSo assess what this baseline result Wwél for
each attack.

Monitoring of packedoss allows for assessing whethahe IDS can successfully
monitor all traffic even in high throughputhe CPU and Memoryf the system in
which the IDS residess also monitoredo see whethehigher resource utdation
results inanydetrimental effect téhe IDS (such as detection of attacks).

For the purpose of automatiothis framework allowsautomatedretrieval of logs
produced by th&IDS Snortusinga Secure Shell (SSH) connection. All required logs
are cied to the machine in which tliemmeworkresides and Detection Metricsear
automatically generated based on the results parsed in these logs

One limitation in the current desigof the frameworkis that Resource Utilisation
metrics will still need to banonitored manuallyThis may easily be achieved in
multiple ways. For example, on the Windows operating system, the Windows Task
Manager will provide a user with ample information in regards to both memory and
CPU usage. The same applies for Linux/Unixiesnments, withtools such astop

and vmstat which generdly achieve the samefunctions as the Windows Task
Managerut is commandine driven

3.6 Conclusion

The main goal in this chaptées to presenta framework for the evaluation of NIBS
along with a detiling the design choices made whisbuld adhere to the three main
requiremerg required for a dm methodology in evaluating IDSsThe three
requiremerg consisof:

1. Inclusion of Realistic Attack and Background Network Traffic
2. Ease of Automation
3. Incluson of Meaningful Metrics for Evaluation

This chapter provided asverview of the framework along with the schematic on how
it functions Furthermore,designchoices and justifications wemade for each of
three components of the framework.

The frameworkallows for theinclusion of realistic attack traffic generation by
making use of existing programs targy out live attacks whilgdbackground traffic is
achieved by using Tcpreplay aaduser provided data sdthe metrics of efficiency,
effectiveness, gcket loss, CPU utilisation and memory usage are all part of the design
of this framework whichwill allow for meaningfulcomparisos to be madesuchas
whether higher resource utilisation results in any detrimental effect against detection
of attacks. Bywrapping all functions ito a GUI applicatiorcreatedusing Microsoft

.NET C#and running it through Mono, automation of carrying out the evaluation may
be achieved.
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4 Implementation
4.1 Introduction

The design of @rototype framework for the evaluation @n NIDS was described in
the previous chapter. This chapter will show how the frameweak actually
implemented.Snippets of codingre provided to demonstrate the functions carried
out by theframework As the previous chapter showekrde main compomes of the
frameworkexistincluding:

1 Attack Traffic Component
1 Background Traffic Component
1 Evaluation Metrics Component

On top of these three components, a GUI has been built which wraps all functions into
a singularapplication The purpos of this GUI is to providautomation of carrying

out the evaluation procesdong with providing easef-use To provide for a brief
overview of theimplementation the next section will fst focus on providing a
description of this GUI.

4.2 GUI Implementation

The following figure presents a screenshot of the completed(&glre 4.21). As

the figure presented shows, the three main components toatimsworkinclude the

attack traffic component, background traffic component and the evaluation metrics
componentEach of the three components is clearly separated with the use of tabs.
Within each component, multiple subcategories exist which are once again separated
by tabs. These subcategories offer the user configuration options along with clearly
marked buttons with purposes including invoking atta@ss the figure showsr
inputting configuration changes.

Component Bash Qutput
Attack Traffic Component | Background Traffic Compenent | Evaluation Metrics Componertt

Surveilance/Probing | User Privilege Gain | Malicious Software | Denial of Service
+/ Enzbled
Attack Target
P Address:
Attacks

QAZ Worm Waledac Virus Sober Virus Deepthroat Trojan

Command (edit # required)
GAZ Wom Packet

Waledac Vius Packet:
Sober Wirus Packet.

Deep Throat Trojan Packet:

Invoke Attack(s)

Figure 4.21 - Screenshot ofFramework

To the right hand side of thegpplication a Bash Output textbox is presentBdsh is
the shell scripting environment used by many Linux distributiewham and
Rosenblatt, 1998, p. 4nd thepurposeof this textbox is talisplay any output which
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is redirected from the Bash shdlhis allows us to be aware of any information which
is produced when running tlagplication

As the introduction to this chapter has described, the GUI forfthmeworkis
implemented under Miosoft C# .NET using Visual Studio 2008isual Studio 2008
offers a draganddrop environment for building a GUI, thus all code is automatically
generated when the GUI is built. Therefore, it does not prove viable to provide the
code behind the GUI singeis all arbitrary.

4.3 ShellProcess Implementation

In order to rurBash commands under the C# programming language, asprouest
be created to invoke aaBh shell.The code used is a modified version of the
ProcessCaller originally provided by May@003).

private ProcessCaller processCaller;

public  void runBashCommand( string  arguments)

{

processCaller = new ProcessCaller (this );
processCaller.FileName = "bash" ;
processCaller.Arguments = arguments;
processCaller.StdErrReceived += new
DataReceivedHandler  (writeStreaminfo);
processCaller.StdOutReceived += new
DataReceivedHandler  (writeStreaminfo);
processCaller.Completed += new
EventHandler (processCompletedOrCanceled);
processCaller.Cancelled += new

Event Handler (processCompletedOrCanceled);
this .status.Text = Environment .NewLine;

processCaller.Start();
}
This code will call a new process with thecessCaller.FileName set to fAbasho.
Any arguments given will be passed to a Bash shA#lbutput from Bash will then
be redirected ttis .status.Text which is the Bash Output textbox described in
Section4.2 To give an example, the following code will use the pssccaller and
print fAhell o worl do Theoc flaghseisedtaredd aring put t e x:
input as a command.

this .runBashCommand( "-c'" +"echo hello world" + ),

4.4 Attack Traffic Component Implementation

In the attack traffic component, fosulcategoriesvhich are separated by tabs exist.
These subsections are label®drveillance/Probing, User Privilege Gain, Malicious
Software and Denial of ServicAs Section3.3 demonstrated, the purpose of each of
these subsections is to invoke a specific category of live afféektools used for the
attack traffic componenmplementation includ&map, Hydra anéiping3

Wit hin each subsecti on, a checkbox wi t h t
checlbox is checked, then the attack is considered active and will be ineokedhe
Al nvoke At tispdssedothedwise, the dttackis not carried out.
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private void runAttackBtn_Click( object sender, EventArgs e)
{
if  (surprobChkBox.Checked == true )
{
ih.is .runBashCommand( "-c'" + nmap_ping +
this .runBashCommand( "-c"'" + nmap_syn + );
this .runBashCommand( "-c"'" + nmap_udp + );
}
if (usrGainChkBox.Checked == true )
{

this .runBashCommand( "-c"'"
this .runBashCommand( "-c'"

}
if (dosChkBox.Checked == true )
{

iHis .runBashCommand( "-c'"
this .runBashCommand( "-c"'"
this .runBashCommand( "-c"'"

if (malsoftwareChkBox.Checked == true )
{
ih.is .runBashCommand( "-c'" + gaz +
this .runBashCommand( "-c"'" + sober +
this .runBashCommand( "-c'" + deepthroat +

this .runBashCommand( "-c'" + waledac +

4.4.1 Surveillance/ProbingImplementation

+ hydraTelnetCommand +
+ hydraFTPCommand +

+ Hping3 _ping +
+ Hping3 _SYN+ """
+ Hping3 _LAND + """

The Surveillance/Probingubcategorys implemented using Nmafplsers are able to

carry out a defaulport scan.Upon enabling thattack entering the IP address of the
atack targetthe command textbaoas will automatically update itself to reflect the
carri

bash command which will be

The code implemented is shown as follows:

private  void nmapTarget TextChanged( object sender,

nmapScanCommandBox.Text= "nmap " + target;

}

EventArgs

e)

ed

out

Optionally, if the command presentedthe command bobks notdesirable this can be

simply edited.The target  is astring variable,and will contain an IP addres&n
example of Nmap configured to carry autscanon thenetwork 192.168.1.0/2#

shown inFigure4.4.1.
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Component

Attack Traffic Compenent | Background Traffic Component | Evaluation Metrics Component

Surveillance/Probing | User Privilege Gain | Malicious Software | Denial of Service
« Enabled

Attack Target

Commands (edit if required)
Scan Command:

nmap 192.168.1.0/24

Invoke Attack(s)

Figure 4.417 Example Configuration of Surveillance/Probing

The string presented gach of the Commankoxeswill be read and parsed to a bash
shell once t he nnispesdect!f akdrtaimscak (s a0t checked,t t o
then its6 c¢ommatoaemptplence viattatk witl leefram inlthade

of attack. Thigdea is applied for each of the other three attacks also.

4.4.2 User Privilege Gainlmplementation

The tool Hydra is used in order to create user privilege gain attdgkisa allows for

a dictionary brute force attack on multiple protocols, including Telnet, HTTP, FTP,
SSH as examplesThis applicationhas implemented Telnet and FHpute force
attacksonly. Users are free to edit the command box to invoke attacks on other
protocols.

An exampleconfiguration of Hydra which invokes a dictionary attack against target
192.168.1.1 wusing the password file fApass\y
Telnet and FTP protocol is showrrigure 4.4.2). It should be noted that the

password.txt file must be provided manually. This should contain a list of all phrases

which Hydra should attempt to use as a password against the target.

Component
Attack Traffic Component | Background Traffic Component | Evaluation Metrics Component

Suveilance/Probing | User Prvilege Gain | Malgious Software | Denial of Servics
i Enabled

Attack Target
P Address 152.16811

Dictionary Aftack
Usemame: test

Password Flle: |/home Aest/nydra /password et Browse...

Protocol
| Telnet « FTP

Commands fedit  required):

Telnet Cracker Command:

hydra 4 test -P /home Aest/nydra/password bt 152.168.1.1 telnet
FTP Cracker Command

hydra 1 test P /home Aest/nyde/password o¢ 192.168.1.1fp

invake Atiackls)

Figure 4.421 Example Configuration of User Privilege Gain Attacks
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The target IP addressisername and a text fileontaining a list ofpasswordss
requiredto carry out arute forcedictionary attack. Upon selecting which protecol
the attakk should be carried out againghe CommandBox will once again
automatically update itself to reflect the bash command which will be used.

private  void hydraTelnet CheckedChanged( object sender, EventArgs e)
{

if (hydraTelnet.Checked == true )
this .hydraTelnetCommandBox.Text = "hydra -1" + username
+ " -P" + passwordList + """ +target + " telnet" ;
}

else

this .hydraTelnetCommandBox.Text = null ;

}

private  void hydraFTP_CheckedChanged( object sender, EventArgs e)
{

if  (hydraFTP.Checked == true )
this .hydraFTPCommandBox.Text = "hydra -1" +username+ " -P
'+ passwordList + "' +target + "ftp"
}

else

this .hydraFTPCommandBox.Text = null

}

4.4.3 Malicious Software Implementation

Malicious software consists of worms, viruses and Trojan horses. The issue with
implementing this category of attack is that there is a great security risk if actual
malicious software was used in testing the IO®erefore,instead of using real
worms or vwuses this category of attack is achieved by packet crafting through
Hping3

Malicious softwarecan be identified vigheir propagation signatures (Buchannan,
2009, p. 50)therefore, packets can be crafted ushiging3 that carry out, and
contain, the ame patterns that a malicious software would hdwur types of
malicious software attacks are implemented for #pplication This includesQaz
Worm, Waledac Virus, Sober Virus and Deepthroat Trojdre code used to craft
such softwargvia Hping3 is shown as follows:

private  void qaz_CheckedChanged( object sender, EventArgs e)

{

if (gaz.Checked == true )
{
this .gazCommandBox.Text = "Hping3 3 -lethO -A" +target+
Tp139 -e'gazwsx.hsq' -c1" ;
}
else
this .gazCommandBox.Text = null
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private  void waledac_CheckedChanged( object sender, EventArgs e)

{

if (waledac.Checked == true )
{
this .waledacCommandBox.Text = "Hping3 3 -1leth0" + target
+ " -p80 -e'X -request -kind -code:' -cl1" ;
}
else
this .waledacCommandBox.Text = null ;

}

private  void sober_CheckedChanged( object sender, EventArgs e)

{

if  (sober.Checked == tr ue)
{
this .soberCommandBox.Text = "Hping3 3 -leth0 S "
+ target + "-p37 ie '.exe' -cl" ;
}
else
this .soberCommandBox.Text = null ;

}

private void deepthroat_CheckedChanged( object sender, EventArgs e)

{

if (deepthroat.Checked == true )
{
this .deepthroatCommandBox.Text = "Hping3 3 -lethO -2
"+target+ " -p 3150 -e'00 -c1" ;
}
else
this .deepthroatCommandBox.Text = null
}

In the crafting othe Qazvirus, Waledaovorm and Deepthroatrojan, the textwhich

follows thei e flag contains the unique signaturéthat specific attack-urthermore,

the the tcp flag-(S for SYN flag and ports(-p flag) which each of these
malicious attacks would attempt to connect to is predefimeithe Deepthroat Trojan,

the -2 flag specifiesa packet to be sent in UDP modedditionally, it should be

noted that in each of the predefined attacks, the default output interface used is ethO,
specified via the | flag. This is the default interface alias provided in most Linux
distributions. Of course, if that does not apply the editing theveamd box to reflect

the machines network interface alias is possible.

To provide for an exampld&igure4.4.3 shows three ofour malicious attacks being
configured tdoe run against92.168.1.1.
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Component

Attack Traffic Component | Background Traffic Component | Evaluation Metrics Component

Suveilance/Probing | User Privilege Gain | Malcious Seftware | Denial of Service
« Enabled
Attack Target

IP Address: 192.168.1.1

Attacks

< QAZ Wom 1 [

Sober Vius |1 Deepthroat Trojan
Command (edit if required)

QAZ Worm Packet:

hping3 -l eth0 -A 192.168.1.1 p 139 = ‘gazwsxhsg’ < 1
Waledac Virus Packet:

hping3 -l eth0 132.1628.1.1 p 80 = ¥1equestkind-code:’ < 1
Sober Vinus Packet:

Deep Throat Trojan Packet:
hping3 - ethl -2 192.168.1.1 0 3150 ¢ 00" < 1

Invoke Attackis)

Figure 4.431 Example configuration of Malicious Software Attack

4.4.4 Denial of Servicelmplementation

Hping3is once again used for the implementation of Denial of Service attauiee T

main kinds of DoS attacks implemented include SYN flood, PING flood and LAND
attack. As with the previous attack implementations, once a user selects the attack
target (and apoofed IP addiss in the case of a SYN floasing the a flag) and the

type of DoS attack to invokéhe Command box will automatically update itself to
reflect the Bash command which will be ran.

private  void synflood CheckedChanged(  object sender, EventArgs e)
{

if  (synflood.Checked == true )
this . Hping3 CommandBox.Text= "Hping3 3 -leth0 -a" + spoof+
" -S" +target+ " -p 22 -iul000 -c1000" ;
}
else
this .hydraFTPCommandBox.Text = null ;

}

private  void pingflood_CheckedChanged( object sender, EventArgs e)
{

if  (pingflood.Checked == true )
{
this . Hping3 CommandBox.Text=  "Hping3 -lethO -1 -iul000" +
target + " -c1000" ;
}
else
this . Hping3 PingCommandBox.Text = null ;

}

private  void landattack CheckedChanged( object sender, EventArgs e)

{
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|f (landattack.Checked == true )
{
this . Hping3 CommandBox.Text= "Hping3 -S -a" +target+ " -p
21 " +target + "c -1";
}
else

this . Hping3 LANDCommandBox.Text= null ;

In both SYN and PING floods, the default number of request packets sent is 2000 (
1000), at a rate of 1000 microsecon@s u1000 ). Although an infinite amount of
packets may be sent, this creates difficultgvaluating an IDS in a meaningful way
especially in calculating the efficiency and effectiveness metrics defined by Sommers
et al (2005)

Figure4.44 provides an example configuration of Hping33. The configuration shown
will carry out all three DoS attacks against target 192.168.1.1. A spoofed source IP
address is required to avoid TCPatepackets from being sent back to the attacker in
the case of the SYN flood.

Companent
Attack Traffic Component | Background Traffic Companent | Evaluation Metrics Component

Suveillance./Probing | User Privilege Gain | Malcious Scoftware | Denial of Service
«/ Enabled

Attack Target
IP address: 152.168.1.1

Spoof {required for 5N Flood)
Spoof IP address: 10,001

Attacks
+ Fing Flood + 5YN Flood /| [LANE sftack!

Command
Ping Flood Command:
hping - eth0 -1 401000 192.168.1.1 ¢ 1000

5YN Food Command
hping3 -l eth0 -2 10.0.0.1-5 192.168.1.1 o 804 u1000 < 1000

LAND Attack Command:
hping -5 -a152.168.1.1 p 21 152.168.1.1

Invalke Attack(s)

Figure 4.4.41 Example Configuration for Denial of Service Attack

4.5 Background Traffic Component Implementation

The kackground traffic componentof this framework is implemented using
Tcpreplay Tcpreplay is a suite of tools, and consists of tcprep, tcprewrite, tcpreplay,
tcpreplayedit and tcpbridgeTurner& Bing, 2009) A brief summary of the purpose

of each tool is providenh the table which followsTable4.5.1). A detailed tutorial on

the usage of Tcpreplay caitsobe found in the work of Corsini (2009) in which some
practical exampkeare given (Corsini, 2009, p. Y¥9).
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Table 4.517 Tcpreplay tool suite

Tool Description

tcpprep Parses a pcap file (tluata seto be used’
and establishes a client/sen
relationship between each of the pack
A cache file is produced which

required for the other tools in Tcpreplay

tcprewrite Rewrites TCP/IP and Layer 2 informatic
on the pcap file provided so that it m
be routed correctly through a router
switch.

tcpreplay Replays the pcap file on the network. T
speed of playback may be configured.

tcpreplayedit Provides the functionality of tcprewrit
and tcpreplay as one single command.

tcpbridge Allows for the bridging of two networl
interfaces.

Inregardstothipr ot ot y p e imptementationg thektliree tools used include:

tcpprep, tcprewrite and tcpreplayhese are subcategorised by tabs and labelled
APreparati ono, ARewr iRleaybraakfi cmhetsepred t ifivie |
application Figure 4.51 provides a representation of the process involved in
background traffic playback.

Background Traffic Component
Playback Process

tepprep teprewrite tepreplay
“Preparation” “Rewrite Traffic” “Traffic
Data Set Input Create a Cache Rewrite MAC and Playback” IDS under
file of dataset [P addresses of Playback pcap evaluation
peap file file at

specified speed

Figure 4.5.171 Background Traffic Playback Process

Under tle Préparation ttepprepis usedto create a cache file of the pcap file to

be played back. The IP and MAC addresses are then revaittbat thedata setmay

be routed correctlysingtcprewriteunder t he A Re.Anallythelafficr af f i c o
Playbaclo invokestcpreplayin order to playback the background traffidis process

is represented inA detailed description on how Tcpreplay was implemented for this
applicationis described next.
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4.5.1 Tcprep Implementation

As the previous section demonstrated, the purpose of tcprep is in the prepation of a
cache file of thelata setvhich is to be played back. This cache file is relatively small,
and simply provides information differentiating between client and server tgacke
The cache file is required for both tcprewrite and tcpreplaycreate a cache file in

this applicationsystem, the user specifies the location ofdhta seto be used and

the output directory of the cache file which is to be produ€egu(e4.52). Upon
clicking the nCr ghefolowirgzaddiginvékedt e 60 butt on

private  void createCacheBtn_Click( object sender, EventArgs e)

{
iHis .runBashCommand( "-c'" + "tcpprep " + "-abridge " + -0
+ input_file + " -0" +output_ file + R X

}

The code shown above uses thevridge  flag, which simply means it wiltakea
input_file (thedata sét and divide it into a client serveglationship and output this
information as a cache file. The output_figdboth the directory in which the file is
saved to along with the name of the file.

Preparation | Rewrte Traffic | Traffic Playback

Select Dataset to prep

/home/test/dataset/dataset pcap Browse...
Qutput Directory
/home Aest/dataset /prep cache]| Browse...

Create Cache File

Figure 4.52 17 Example of tcprep Implementation

4.5.2 Tcprewrite Implementation

The second subcategory within the background traffic playback component is
tcprewrite. The purpose of this tool isgarsea data seandrewrite both MAC and IP
addresses. This process wifoduce arewritten data setso thattraffic will flow
successfully througldevices including routers, firewalls and switchBse cache file

(as produced in Section 4.5.1) is also required so that tcprewrite knows which packets
are the client and which packets are the seman rewiting thepcap file The code

to rewrite a pcap file is shown as follows:

private void rewrite_btn_Click( object sender, EventArgs e)

{

this .runBashCommand( "-c"'" + "tcprewrite " + "-- enet -dmac=" +
dserverMAC + "" + dclientMAC + " -- enet - smac=" + sserverMAC + R
sclientMAC + " -e" +serverlP + serverSubnet + " +clientlP +
clientSubnet + " -C-c" +tcprewritePREP + " -1"  +tcprewritePCAP +

' -0" + outputdirectory +

}

);
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